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Mathematical Background
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𝑧1 = 𝑥1 + 𝑗𝑦1

real-valued

❑ Complex Input

❑ Complex Weights

❑ Complex activation functions

❑ Complex Learning Algorithm

𝑓 𝑧 = 𝑔 𝑥 + 𝑗ℎ 𝑦 (Type A)

𝑓 𝑧 = 𝑔 𝑧 𝑒𝑗𝑎𝑟𝑔 𝑧 (Type B)

[2] Kuroe et al. “On Activation Functions for 

Complex-Valued Neural Networks” 2003
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Wirtinger Calculus
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Liouville’s theorem: 

“Given 𝑓(𝑧) analytic (differentiable) at all 𝑧 ∈ 𝐶 and 

bounded, then 𝑓(𝑧) is a constant function”

∇𝑍 ∙ =

ൗ𝛿 𝛿𝑥1
+ 𝑗 ൗ𝛿 𝛿𝑦1
⋮

ൗ𝛿 𝛿𝑥𝑛
+ 𝑗 ൗ𝛿 𝛿𝑦𝑛

[3] Robert F. H. Fischer “Precoding and Signal Shaping for Digital 

Transmission” 2002 
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Motivation
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Mathematical Background: Circularity
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Two sources of non-circularity [1]:

1. Unequal variances

2. Correlation 𝜌 = ൗ
𝐸[𝑥𝑦]

𝐸 𝑥2 𝐸[𝑦2]

[4] Ollila “On the Circularity of a Complex Random Variable” 2008

Complex random variable Z = 𝑋 + 𝑗𝑌 is circular if 

𝑍 has the same distribution as 𝑒𝑗𝜙Z

𝜚𝑍 =
𝜏𝑍
𝜎𝑍

ቊ
= 0 → 𝑧 𝑖𝑠 𝑐𝑖𝑟𝑐𝑢𝑙𝑎𝑟
≠ 0 → 𝑧 𝑛𝑜𝑡 𝑐𝑖𝑟𝑐𝑢𝑙𝑎𝑟

• 𝜏𝑍 ≜ Ε 𝑍 − Ε 𝑍 2 = 𝜎𝑋
2 − 𝜎𝑌

2 + 2𝑗𝜎𝑋𝑌
• 𝜎𝑍

2 = 𝜎𝑋
2 + 𝜎𝑌

2



Mathematical Background: Circularity
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1 vector of class 0: |𝜌|
1 vector of class 1: −|𝜌|

*Note:

Each point on the 

graph corresponds 

to one component 

of the input vector

|𝜌|=0.3

|𝜌|=0.9

|𝜌|=0.1

|𝜌|=0.5



Model Architecture
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Model:
• Loss: Categorical cross-entropy

• Weight initialization: Glorot uniform

• SGD (Stochastic Gradient Descent)

• Learning rate 0.1

• Wirtinger Derivative

Simulation:
• 30 trials each model

• 300 epochs

• Batch size 100

Complex-Valued Multi-Layer Perceptron

[2] Kuroe et al. 

“On Activation 

Functions for 

Complex-Valued 

Neural Networks” 

2003

Dataset:
• Input vector size 128

• 8000 training vectors / class

• 2000 validation vectors / class
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CVNN RVNN

Input Size 128 256

Hidden Layer Size 64 128

Activation Function ReLU Type A [2] ReLU

Dropout 50% 50%

Output Size 2 2

Output Activation Softmax over 

absolute value

Softmax



Experimental Results
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|𝜌| = 0.3
Training Loss

Validation Loss

Validation Accuracy
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Experimental Results: Without Dropout
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Validation Loss
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Experimental Results: Different Datasets
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Table 1: Dataset Characteristics

Table 2: Test accuracy results (%)
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Experimental Results: Correlation Coefficient swipe
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|𝜌|
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Conclusions
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• Almost 100 cases tested
• Different source of Non-Circularity

• Without Dropout

• Number of layers

• Amplitude-Phase

• Size of the hidden layers

• Activation function

• Learning rate

• CVNNs generalize better
• They tend to take more epochs to reach stability

• In general, cases where RVNN outperformed CVNN
• Under 60% accuracy
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Thank you!
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