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ABSTRACT

In this paper, we investigated the semantic segmentation
of Polarimetric Synthetic Aperture Radar (PolSAR) using
Complex-Valued Neural Network (CVNN). Although the
use of the coherency matrix is ubiquitous as the input of
CVNN [1–7], Pauli vector is also a relevant representation
despite the noise. Two equivalent networks Complex-Valued
Fully Convolutional Neural Network (CV-FCNN) and Real-
Valued Fully Convolutional Neural Network (RV-FCNN),
equivalence in terms of trainable parameters, are compared
using both Pauli vector and the coherency matrix as the input
feature. Experimentation on San Francisco dataset illustrated
a better accuracy of CV-FCNN against its real-valued equiv-
alent.

Index Terms— Polarimetric Synthetic Aperture Radar,
Complex-Valued Neural Network, semantic segmentation,
Pauli representation, coherency matrix.

1. INTRODUCTION

Deep learning techniques are becoming widely popular and
have extended into PolSAR image classification [8,9]. In par-
ticular, numerous publications use CVNN as an alternative to
conventional Real-Valued Neural Network (RVNN) for radar
applications [10, 11] since radar data are generally complex-
valued thanks to In Phase and Quadrature (I-Q) channels. One
of the first works on PolSAR image classification using deep
learning was implemented in [1] using a Complex-Valued
MultiLayer Perceptron (CV-MLP). These results were also
replicated by [12]. Numerous articles thereafter proposed a
Complex-Valued Convolutional Neural Network (CV-CNN)
for performing PolSAR classification [2–5].

Contrary to the optical image, multiple objects or classes
are generally present in the scene acquired by airborne and
spaceborne SAR sensors due to its large aperture. The latter
may imply SAR image classification from CNN inadequate or
impossible since the latter requires a fixed input size to clas-
sify each object. Additionally, the resolution of SAR image
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is generally different from X-band, L-band or P-band acqui-
sition which also has an impact on the object size in the SAR
image. To get rid of input size in the classification process,
pixel-wise classification of SAR image, namely semantic seg-
mentation, received greater interest during the last decade.

In the recent advance of neural networks, Complex-
Valued Fully Convolutional Neural Network (CV-FCNN),
which is based on U-net architecture [13], is particularly de-
signed to segment SAR images. Indeed the state-of-the-art
performance of such networks are obtained in [6] and [7].

To our best knowledge, all the work mentioned above
used the coherency matrix as their network input represen-
tation regardless the PolSAR application. Even though the
coherency matrix is a well-known attribute in unsupervised
PolSAR image classification used for e.g. H-α, Wishart clas-
sifier, etc. It might not be adapted in the supervised learning
framework for pixel-wise segmentation tasks as explained in
section 2.

In this paper, we propose an alternative input representa-
tion known as the Pauli vector. We explain why CV-FCNNs
may better profit from this input format. Then we compare the
performance of CV-FCNN against an equivalent Real-Valued
Fully Convolutional Neural Network (RV-FCNN) using either
Pauli vector or coherency matrix as input features through the
segmentation of San Francisco open-source PolSAR dataset.

Section 2 presents the dataset and its pre-processing tech-
niques. Section 3 explains the model architectures used for
the experiments. Finally, section 4 compares the performance
of the proposed neural networks.

2. DATASET

PolSAR makes use of signal coherence (or equivalently phase
and local phase variance) existing on any single look complex
data channels S measured in the horizontal (H) and vertical
(V) transmit/receive polarimetric channels known as the Sin-
clair scattering matrix:

S =

[
SHH SHV

SV H SV V

]
. (1)

For each pixel of the Synthetic Aperture Radar (SAR)
image, the backscattering vectors are usually expressed in
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(a) SF-AIRSAR image (b) Ground truth

Fig. 1: SF-AIRSAR image and ground truth. A Mountain;
B Water; C Urban; D Vegetation; E Bare Soil

Pauli basis and are vectorized onto one single complex vector
k ∈ C3 [14], so that

k = − 1√
2

[
SHH + SV V , SHH − SV V , 2SHV

]T
. (2)

The Hermitian coherency matrix is formally built as:

T =
1

n

n∑
j=1

kj k
H
j , (3)

where the operator H stands for complex conjugate operation
and where n is the number of pixels chosen in a boxcar lo-
cated in each local area.

The averaging operation performed on equation 3, whose
main objective is to reduce noise at the expense of losing reso-
lution, mixes values of adjacent pixels, which is not favorable
for pixel-wise classification. The averaging algorithm is can
be viewed as a non-trainable convolution operation on kkH

with identical kernel weights 1
n . Letting these kernels to be

trainable could enhance the performance of classification and
segmentation.

Additionally, the diagonal elements of the coherency ma-
trix are real-valued, which is a desirable property in certain
cases, but that has no interest when using CVNNs as they can
deal with complex-valued data naturally. Therefore, we pro-
pose to use Pauli vector k as CVNN input whenever this data
format is available.

To validates our statement, we porpose to evaluate the
performance of proposed networks on San Francisco AIR-
SAR dataset (figure 1a). The ground truth was obtained from
[15]. The dataset presents five classes with different occur-
rences, which are Mountain (7.81%), Water (41.08%), Urban
(42.73%), Vegetation (6.67%) and Bare soil (1.71%), as it can
be seen on figure 1b.

The sliding window operation [16] was used to generate
the dataset with the same parameters used in [7] for stride and
window size. With this method, we obtained smaller images
patches of size 128 × 128. We used 80% of the generated
patches as training and 10% for each validation and test sets.

3. NETWORK ARCHITECTURES

To this date, difficulties in implementing CVNN models in
practice have slowed down the field from growing further
[17]. An open-sourced and well documented tool has been
developed for this work which enables and facilitates the im-
plementation of a wide range of CVNN architectures [18]
for the community to further exploit. This tool also allows
to generate from a complex-valued network model its real-
equivalent model in terms of trainable parameters while keep-
ing the same architecture with a constant aspect ratio as de-
scribed in [12].

In this work, we implemented a FCNN architecture us-
ing the above mentioned cvnn toolbox [18] inspired by the
models in reference [7] for both the real- and complex-valued
models, as it is the higher claimed accuracy for this appli-
cation. The model architecture is shown in figure 2 which
is composed of the downsampling or feature extraction part
and the upsampling part. The downsampling part presents
several blocks (B1, B2, B3, B4, B5 and B6). Each block
present two sub-modules which are represented on figure 2 in
green and red colours. The upsampling part present blocks
B7, B8, B9, B10 and B11 which, in term, are a combina-
tion of other two sub-modules, the second one being the same
green sub-module present on the downsampling section. The
first sub-module (yellow) is a max-unpooling module as ex-
plained on [19].
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Fig. 2: Chosen Complex-Valued Fully Convolutional Neural
Network architecture.

The green sub-module is a combination of a convolution
layer, a BatchNormalization (BN) (complex adaptations ex-
plained on [20] sections 3.2 and 3.5) and Rectified Linear Unit
(ReLU). The convolutional filters present on each layer was
of size 3 × 3 and the number used for each layer is repre-
sented on figure 2 for the complex model. For the real case,
the amount of kernels were multiplied by

√
2 and rounded

to the closest integer number to have a real-equivalent model
following the methodology described on [12], under which
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it can be shown that both models have an equivalent capac-
ity in terms of real-valued trainable parameters. Thus we can
perform a fair comparison between CVNN and RVNN.

The complex-valued activation function CReLU(.) sim-
ply consists in applying the well known real-valued function
ReLU(.) to both the real and imaginary part separately so that
CReLU(z) = ReLU(Re(z)) + j ReLU(Im(z)) .

This technique is also known as Type A activation func-
tion according to [21]. The red sub-module is a max pooling
layer, whose main objective is to shrink the image into smaller
ones by keeping only the maximum value within a small win-
dow, in our case, of size 2 × 2. For the complex case, the
absolute value of the complex number is used for comparison
as proposed in [4]. This layer complements with the max-
unpooling sub-module (yellow) which receives the locations
where the maximum value was found. The max-unpooling
layer enlarges the input image by placing their image pixels
according to the locations received from the corresponding
max-pooling layer represented by the dashed arrow in figure
2 [19].

The last blocks of the downsampling and upsampling
parts (B6 and B11) have some difference with respect to the
other blocks. B6 removes the max-pooling layer (red) com-
pletely. B11 on the other hand, replaces the ReLU activation
function with a softmax activation function to be used for the
output layer. As with CReLU, softmax activation function is
applied to both the real and imaginary part separately.

Categorical cross-entropy is used as the loss function
which, for the complex network is computed twice, using
first the real part and then the imaginary part as the prediction
result. An average of the two error values is then calculated
to be optimized using Adam [22] optimizer with a learning
rate of 0.01. It is worth noticing that pixels without labels
(black parts on Figure 1b) are not taken into account for loss
computation and neither for the accuracy metric.

4. EXPERIMENT

4.1. Evaluation Methodology

Four simulations were done using both CV-FCNN and RV-
FCNN architectures with the two discussed input representa-
tions. These 4 simulations were performed 50 times each in
order to be able to infer statistical analysis over the results.
On each iteration, the train, validation and test set was ran-
domly sampled so no two simulations have the same dataset
split. For each training, 400 epochs were made.

The median error was computed as in [23]; if median in-
tervals do not overlap, there is a 95% confidence that their
values differ. The confidence interval of the mean is calcu-
lated for a confidence level of 99%.

4.2. Simulations Results

Figure 3 shows the validation accuracy evolution over 250
epochs after which the difference of performance can no

longer be appreciated on that graph. It can be seen that the
complex-valued models converge faster than the real-valued
models. However, the final achieved accuracy at epoch 400
can be better appreciated on the box plot in Figure 5. Note
that the use of the Pauli vector representation increases the
accuracy and achieves a lower variance than using the co-
herency matrix input for both real and complex architectures.
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Fig. 3: Validation overall accuracy per epoch.

Statistical indicators of both the Overall Accuracy (OA),
which is the ratio of the number of correctly predicted pixels
divided by the total number of pixels, and the Average Accu-
racy (AA), which is an average of the accuracy for each class
independently, are summarized in Table 1 which depicts the
results obtained with the test set.

The high accuracy obtained mainly for OA makes it
harder to discern between the model accuracies, although
confidence intervals remains far apart. When comparing the
AA, however, the median accuracy between the input repre-
sentation methods present more than a 1% difference which,
above 95%, is highly significant.

Both using a complex-valued architecture and Pauli vec-
tor input representation clearly increase accuracy. However,
although using a complex-valued architecture may seem to
be slightly more significant, the confidence intervals do not
allow to assert such conclusions.

There was a significant difference between the OA and
AA. This was due to a highly different classification accuracy
per class as it can be appreciated on Figure 6. The figure also
makes evident that using CVNN achieves a significant ame-
lioration over using RVNN. Finally, Figure 4 shows the me-
dian predicted image for all models and input representations
tested.

5. CONCLUSIONS

In this work, we demonstrated on well-known San Francisco
AIRSAR PolSAR database that the CV-FCNN architecture,



CV-FCNN RV-FCNN

Pauli vector Coherency matrix Pauli vector Coherency matrix

AA
median 98.00 ± 0.27 96.80± 0.25 96.75± 0.32 95.20± 0.44

mean 97.55± 0.15 96.54± 0.12 96.39± 0.18 94.98± 0.21
full range 93.90− 98.79 93.44− 98.63 92.37− 97.69 91.06− 97.64

OA
median 99.64 ± 0.01 99.45± 0.02 99.40± 0.02 99.19± 0.03

mean 99.64± 0.01 99.44± 0.01 99.40± 0.01 99.18± 0.02
full range 99.53− 99.70 98.91− 99.61 99.16− 99.53 98.76− 99.43

Table 1: FCNN test accuracy results (%).

(a) CV-FCNN Pauli (b) CV-FCNN Coherency (c) RV-FCNN Pauli (d) RV-FCNN Coherency.

Fig. 4: Median predictions for both CV-FCNN and RV-FCNN using both Pauli and coherency matrix representation.
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Fig. 5: Validation overall accuracy box plot [24].

implemented using our open-source toolbox [18], achieves a
better performance than their equivalent-RV-FCNN for seg-
mentation application.

We also showed that using Pauli vector as input features
increases the segmentation performance for both complex-
valued and real-valued architectures. We, therefore, encour-
age the community to favor this form of input representation
instead of the widely popular coherency matrix.
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Fig. 6: Test accuracy per class.

Furthermore, it is worth mentioning that the models
used in the experiment were dimensioned for a coherency
matrix dataset meaning there might be room for improve-
ment for the Pauli vector representation. Yet, it is this last
one that performed better. Furthermore, since k is three-
dimensional vector. In contrast, the reshape operation of the
non-redundant elements of the coherency matrix T leading to
a 6th-dimensional vector, the dataset would take less memory
space when using the Pauli vector representation.
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