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Introduction and Motivations
Let us consider a set of N observations {yi}i∈K1,NJ where each yi is a multidimensional m-vector.

GOAL : Estimate the model order for high dimensional and Complex Elliptically Symmetric (CES) distributed signal

I Large number of data: N and m are of
same order with possibly N > m
(N ,m)→∞ with m/N → c 6= 0

I CES noise: [1] the noise ni ∼√
τi C

1/2 xi , i ∈ J1, NK
with:
� xi a white noise
� C a Hermitian Toeplitz covariance matrix

Assumptions:

�
N∑
i=1

δτi satisfies
∫
τµN (dτ) → 1 almost

surely

Statistical Model:

yi =

p∑
j=1

si,j mj +
√
τi C

1/2 xi , i ∈ J1, NK

� mj p independent vectors the unknown

m-steering vector of the j-th deterministic
source
� si,j the power of each source j in each
wavelength i.

� maxi d1(λi(C), supp(ν))→ 0
� {ck}k∈[0,m−1] are absolutely summable
coefficients, such that c0 6= 0.

Proposed Algorithm:

�Whitening of the Received Signal
� Robust Estimation of the Covari-
ance Matrix
� Thresholding of the Eigenvalues of
the Estimated Covariance Matrix

� 1
N

∑
δλi(C) converges almost surely toward

the true measure ν, λi the i − th largest
eigenvalue of C

Signal Whitening
I Estimation of C :
Notation :

� čk = 1
mN

m∑
i=1

N∑
j=1

yi,j y
?
i+k,j 11≤i+k≤m , k ∈K0m− 1J

�
(

[T (č)]i,j

)
i≤j

= či−j and
(

[T (č)]i,j

)
i>j

= č?i−j

Theorem 1: Consistent estimator of C

‖T (č)− E[τ ] C‖ → 0

I Whitening: Č = T (č)

Yw = Č−1/2 Y = Č−1/2 M S + Č−1/2 C1/2 X T1/2

Signal Subspace Rank Estimation
I Robust Estimation of the white covariance matrix with a M-estimator

[2] : Σ̌ the unique solution if it exists of:

Σ = 1
N

N∑
i=1

u

(
1

m
yw

H
i Σ−1 ywi

)
ywi yw

H
i ,

u : [0, +∞)→[0, +∞) nonnegative, continue and non-increasing

I Thresholding of the eigenvalues of Σ̌

Theorem 2: Convergence of Σ̌∥∥∥Σ̌− Ŝ
∥∥∥→ 0 a.s.

Use of the threshold t of the eigenvalues of Ŝ on Σ̌.

Notation :{
λi(Σ̌)

}
i=[1,N ]

the eigenvalues of Σ̌ sorted in descending order.
p̂ the estimation of p

p̂ = min
k

(λk > t)

Results and Simulations
I Simulated Data

� Simulated and correlated CES noise
� m = 400 and N = 2000, p = 4

� u : x 7→ 1 + ν

ν + x

� The threshold t =
(1 + ν) (1 +

√
c)2

γm (1− c (1 + ν))
with γm the unique solution (if it

exists) of
N∑
i=1

ψ(τi γ)

1 + cN ψ(τi γ)
= 1

� Comparison with two methods based on the information theory criterion:
AIC and MDL
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I Real Hyperspectral Images
Estimated p for different hyperspectral images. M1 is the proposed
method, M2 is the same algorithm without the whitening step.

Images Indian Pines SalinasA PaviaU Cars
p 16 9 9 6

p̂ M1 11 9 1 3
p̂ M2 220 204 103 1
p̂ AIC 219 203 102 143

I Our Algorithm gives interesting and encouraging results on simulated
and on real hyperspectral images.

Conclusion
This method can be generally applied for any model order selection problems as radar clutter rank estimation, sources localization or any hyperspectral
problems such as anomaly detection or linear or non-linear unmixing techniques.
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