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Synthetic Aperture Radar 
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Data type

verticalhorizontal

[HH, HV, VH, VV]

Sethi X-band image
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Number of satellites active from 1957 to 2022

• Self-supervised learning:
– Huge amount of data (TSX, Sentinel 1, UAVSAR, Biomass …)

– Almost no ground truth - label

Synthetic Aperture Radar 
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Self-supervised learning

Objective

Feature

extractor

Latent Space

Dosovitskiy, Alexey, et al. "An image is worth 16x16 words: Transformers for image recognition at scale." arXiv preprint arXiv:2010.11929 (2020).

Caron, Mathilde, et al. "Emerging properties in self-supervised vision transformers." Proceedings of the IEEE/CVF international conference on computer vision. 2021.

Chiu, Li-Ling, and Shang-Hong Lai. "Self-Supervised Normalizing Flows for Image Anomaly Detection and Localization." IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2023.

• Extract meaningfull features from image

• From unknown and known sensors



Self-supervised learning
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Siamese Networks

• Generate two augmented views of an image X

• Two networks encode in in a vector z

• These vector dimension have to be similar



Self-supervised learning
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• One teacher and one student network

• Both trained from scratch

Siamese Networks
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Chen, Ting, et al. "A simple framework for contrastive learning of visual representations." International conference on machine learning. PMLR, 2020.

Self-supervised learning

Augmentations
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Self-supervised learning

Augmentations

• Despeckling

• Global / local crop

• Masking

• Sub-bands/Sub-looks

• Intensity shift

• Trained only on SETHI data

Student

Teacher



Augmentations
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Despeckling - MERLIN

DALSASSO, Emanuele, DENIS, Loïc, et TUPIN, Florence. As if by magic: self-supervised training of deep despeckling networks with MERLIN. IEEE Transactions on 

Geoscience and Remote Sensing, 2021, vol. 60, p. 1-13.

DALSASSO, Emanuele, DENIS, Loïc, MUZEAU, Max, et al. Self-supervised training strategies for SAR image despeckling with deep neural networks. In : EUSAR 2022
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Noisy Denoised

Augmentations

Despeckling - MERLIN
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Augmentations

Global – local crops

Global crop

Local crops
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Augmentations

Masking tokens

• Random mask

• Transformer tokens

• Better scalability

Assran, Mahmoud, et al. "Masked siamese networks for label-efficient learning." European Conference on Computer Vision. Cham: Springer Nature Switzerland, 2022.
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Augmentations

Sub-aperture
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Augmentations

Intensity shift

,where

• Rely less on intensity

• More on structure information

• Parameter values depend on the use case
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Self-supervised learning

Augmentations

• Despeckling

• Global / local crop

• Masking

• Sub-bands/Sub-looks

• Intensity shift

• Trained only on SETHI data

Student

Teacher
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Architecture

• Sethi X and L images for training

Self-supervised learning
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Training

• Projection on a set of prototypes :

• Force clustering

• Few-shot learning

Self-supervised learning



18

Training

• Training losses:

• Cross entropy

Self-supervised learning
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Training

• Training losses:

• Cross entropy

• mean-entropy maximization regularizer

Self-supervised learning
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Training

Self-supervised learning

• Update network weights

• Backpropagation for the student

• Moving average update for the teacher
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Target classification

• Quantitative evaluation on MSTAR dataset
• k-NN on extracted features
• Comparison with a PCA and a ResNet-34

Experiences
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Experiences

Target classification

• Few-shot classification

• For 10 labels/class the accuracy is:
• 43,7% higher than a ResNet
• 25,9% higher than a PCA

74%

95,9%
99,1%

30,8%

14,2%

88,5%

95,5%

52,2%

70,1%
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Experiences

Features visualisation

• Not trained on MSTAR
• t-SNE visualisation

Van der Maaten, Laurens, and Geoffrey Hinton. "Visualizing data 

using t-SNE." Journal of machine learning research 9.11 (2008)



Open source code
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SAR feature extraction: https://github.com/muzmax/MSTAR_feature_extraction

Under apache 2.0 license

https://github.com/muzmax/MSTAR_feature_extraction
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Journal paper

• Extended journal article (segmentation, visualisation, pattern detection) 

https://arxiv.org/abs/2407.00851

SAFE: a SAR Feature Extractor based on self-supervised learning and masked Siamese ViTs

https://arxiv.org/abs/2407.00851
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